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Localization

Most crucial task of autonomous driving
Solutions: GNSS but with variations, LiDAR, INS, Vision, Odometry



L ocalization: GNSS/INS

Contributing Source Error Range
Satellite Clocks 2 m
Orbit Errors 2.5 m
Inospheric Delays +5m
Tropospheric Delays 0.5 m
Receiver Noise 0.3 m
Multipath +1m
Real-Time-Kinematic
Positional Accuracy +/-2 cm or so
GLONASS Satellite GPS Satellite Geostationary
* Same Satellite Constellation ® Carrier Phase * Radio Link Constellation Consteliation Satelite (GEO)
{Base station — Rover/or Rovers) (Track 5 satellites Minimum) A) More information

B) Fast information
C) Real-Time results
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Localization: LIDAR and HD Map

Laser
Emitters
(Groups of 16)

Laser
Receivers
(Groups of 32)

(Entire unit spins
at 520 Hz)

Particle Filter

Motor
Housing

Z2+++ 2\

particle movement observation
and
resampling

Compare LiDAR scan to HD Map

Generate a set of particles
randomly distributed in space

For each particle, calculate the
probability of it located at the
current location of the vehicle

Pick the one with the highest
score and use it as the vehicle
location



Localization: Visual Odometry

e Stereo visual odometry

* Mono visual odometry

Stereo Images Visual Odometry Pipeline . . .
* Visual inertial odometry

— Vehicle Position

Feature Matching
Motion Estimation

Triangulation

—|  [Feature Detection

Previous Disparity Map



Perception

- Understanding of the environment

* Pedestrian, Cyclist, Vehicle recognition
* Road structure recognition

* Traffic lights identification

* Detection of moving objects, etc.



Detection: Faster R-CNN and SSD

Outputs: bbox
softmax regressor
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1. Obtain ROI ] i
2. Perform Classification SSD: Single Shot MultiBox Detector

Generates object in one pass
High accuracy but too slow for E/S High accuracy, faster, but expensive
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Semantic Segmentation

(a) Input Image (b) Feature Map (c) Pyramid Pooling Module (d) Final Prediction

PSPNet: Pyramid Scene Parsing Network

1. Process input images

2. Generate feature map

3. Pyramid pooling to reduce spatial resolution

4. Concatenate similar features into different segments

5. Generate final prediction

(a) Image

(b) Ground Truth

(c) PSPNet



Stereo Matching: content CNN

* Two branches of convolution layers

* Share weights

* One for each image

* Outputs are joined to generate results

Matching error reduced by 50%
(compared to Semi-Global block Matching)

High Computation Costs



Planning and Control

Decision Making, a.k.a. “The Brain”



[

Perception

Detected Objects:
Position/Speed/Heading...

Planning & Control Modules

Narrow Concept of Planning & Control:

Broad Concept of Planning & Control: == == == w= w= =

Predicted
Trajectories

Routes

Behavior
Decision

1

Motion
Planning

1

Control

4 N
Feedback

Decisions:

* Follow

s Stop

* Yield

¢ Overtake ...

Trajectory Point:
* Position

* Speed

* Heading

* Curvature

* Acceleration...

High-Level Architecture of the P&C Pipeline

Perception: pedestrian detection
and tracking, etc

Localization and mapping:
real-time position
(lane-level)

CAN-bus: connects to control
(Controller Area Network)

Prediction: traffic prediction
Routing: how to get from A to B
Behavior decision: high-level behavior

t Control Signal:
Brake/Throttle/Wheel

Motion planning: detailed action plans
[ CAN-BUS

L~
[ Map & Localization ]

Feedback and control: generates
detailed control plans
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Traffic Prediction

* Classification problem for categorical road object behaviors

* Regression problem for generating the predicted path with speed and time info
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Trajectory° Lanel, Lane6, Lane8

Trajectorye Lanel, Laned, Lane5
Lane7



Lane-Level Routing

* Similar to Google Maps routing
e Shortest path problem: Dijkstra and A* _ Two Algorithms for Lane-Level Routing

Minimum Cost Path Problem on A Weighted
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Behavioral Decisions - Layers

* Ruled-based “divide-and-conquer” approach: layered scenarios
* Markov Decision Process
* Synthesized decision and individual decisions

| Layer 0 Scenario
>
Layer 1 Scenario Construct layered
— scenarios and compute
> individual decisions
Layer 2 Scenario
- Consider all individual
— decisions for unified
[ Merge Individual Decisions and Verify Collision Free & Safety ]_/ safety check
\ 2 _
[ Consolidate into Final Synthesized Decision ]_/




Client Systems

Robustly and reliably combining all these modules onto physical hardware



Hardware Platform

Sensors
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Computing Platform

PCI/Ethernet

<
2

3
N
@
=

Control Platform




Hardware Platform

* High Performance GPU GPU GPU GPU
 CPU+8™~16 GPUs ¥ II
60 TOPS/s e : . -
Graphics Graphics Graphics Graphics
Memory Memory Memory Memory
* High-Power Consumption
* 3000 Wat peak GPU GPU GPU GPU
* High Cost 10 H
* SZOOOO ~ SBOOOO Graphics Graphics Graphics [ Graphics
Memory Memory Memory Memory
* Heat Dissipation
* Special fan design needed Main
e <:> Memory




Affordability



Cost Breakdown

> $100,000 USD Sensing
Hardware Cost

> $10,000 USD Computing
Hardware Cost

millions of USD to create a maintain
a HD map




Autonomous Driving: on mobile SoC ?

25 - 60 -
® Performance (ms) B Performance (ms) H .
20 “ Energy (mJ) 50 — “ Energy (mJ) MObIIe SOC.
40 -
157 e Quad-core CPU @ 2.2 GHz
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* Hexagon 680 DSP
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cPU DSP GPU CPU DSP ¢u  * Adreno 530 GPU
(a) (b)

FIGURE 2. Performance and energy in (a) convolution and (b) feature-extractiontasks. e Pegk power ~ 15 W
In (a), the GPU takes only 2 ms and uses only 4.5 millijoules (m)) to complete convolu-

tion tasks. In (b), the digital signal processor (DSP) is the most efficient unit for feature

extraction, taking 4 ms and consuming only 6 mJ to complete a task.



Autonomous Driving: Heterogeneous Computing

Thread 1 Thread 2 GPU
e L Object
Localization Localization recognition

 Localization: 25 FPS

* Object recognition:3 FPS Planning Obstacle

. avoidance
* Power consumption:11 W

* Capable of driving the vehicle at 5 mph Thread 3 Thread 4






Computer Vision for Perception and Localization

* Four-waysynchronized images: stereo 360-degree views

e Embedded with IMU and GPS, interface with wheel

IMU
Localization

GPS

Pose Prediction
Sensor Fusion
v
New Pose
i SENSOr FUSION g

r j Perception
[

Wheel

o Planning
o and Control
D Vision




Universal High Precision Visual Map

Layer 4: semanticlnformation
Layer 3: spatial features

Layer 2: ground features

Layer 1: Digital map with lane-level annotation

PERCEPTIN







10,000 USD Autonomous Vehicle
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Teaching Autonomous Driving Using a
Modular and Integrated Approach
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